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Training various arti�cial intelligence (AI) tools is a hard problem, of-
ten requiring to solve a di�cult nonlinear optimization problem. Numerical
�nding its solution can be signi�cantly accelerated by proper symbolic tech-
niques.

This is the case as for arti�cial neural networks (ANN); e.g., [8], as for
support vector machines (SVM); e.g., [10], and for many other techniques.

To be succinct, we can either solve the optimization problem:

min
w

∑
i

||f(xi, w)− yi|| , (1)

or the nonlinear system:

f(xi, w)− yi = 0 for all i = 1, . . . , N . (2)

In the above formulae, (xi, yi) are training examples and w is the vector of
parameters, we are trying to determine in the learning process. For an ANN
w represents weights of links between neurons; for SVM � parameters of the
Gaussian kernel and of the soft margin.

To train the AI tools we can, in particular, solve the system of nonlinear
equations, representing the necessary conditions for optimality of (1) or solve
the system (2) directly. Other equations systems also arise in training such
tools (e.g., [3]).

Solutions of such systems can be found by a few algorithms. We propose
using interval methods (see, e.g., [5]), as this approach has proven to be useful
in solving nonlinear systems � both well-determined and underdetermined
ones.

One of the advantages of interval calculus is that it can deal with un-
certainties in data, in a natural manner: instead of taking speci�c numbers
(xi, yi) as inputs, we can use intervals (xi,yi), containing the perturbed
values.
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The solver we use for training all these tools is HIBA_USNE [4], de-
scribed, i.a., in [6], [7]. Interval arithmetic is augmented by the use of al-
gorithmic di�erentiation [1] and symbolic preprocessing techniques, based
on CoCoALib [2] to improve the performance of the interval solver. For
an ANN, the systems of equations are non-polynomial, but it can still ben-
e�t from some symbolic techniques. As we encounter terms of the form

exp
(∑N

i=1wixi

)
, we can add new terms ti = exp(wixi). In case the terms

repeat in other equations, they can be removed using the Gröbner basis the-
ory. The paper is going to discuss possible improvements, obtained by this
approach.

As an illustrative example, we consider the problem of determining the
state of a drill (good, suspicious, damaged). We apply ANNs and SVMs to
solve it.

In the paper we are going to present computational results for both AI
tools. We show how interval methods combined with computer algebra and
algorithmic di�erentiation help to model perturbations and tune the classi-
�ers in their presence.
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